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IntroducCon 

The analysis of the coronal emission observed at different wavelengths during the 
propaga>on of coronal mass ejec>ons (CMEs) and associated phenomena, such as erup>ng 
prominences and shocks, can provide unique informa>on on the main geometrical, kine>c, 
and thermodynamical proper>es of these major manifesta>ons of the solar ac>vity.  
We present recent results obtained from different diagnos>c techniques applied to visible-
light and UV coronagraphic data, providing physical proper>es of the plasma such as the 
density, temperature, and magne>c field distribu>on, in the perspec>ve of the possible 
applica>ons to future Solar Orbiter/Me>s data. 

3D structure of CMEs 

Knowledge of the 3D structure of CMEs is fundamental to fix projec>on effects of 2D 
coronagraphic images and to derive direc>onality and real velocity of CMEs. Several 
techniques have been generally adopted: geometrical modelling, stereoscopy (with images 
from different viewpoints), polarisa>on ra>o.  
In par>cular, the polarisa>on-ra>o method exploits the dependence of Thomson scaVering on 
the scaVering angle, hence on the loca>on z of the electrons along the line of sight (LOS), 
since pB/B = f(z2) (see Fig. 1). 

Figure 1. Le3: geometry of the Thomson scaVering. Right: example of 3D reconstruc>on using the polarisa>on-ra>o method 
applied to polarised visible-light images of a CME acquired by STEREO-COR1. Le3 panel: view of the CME front from the Earth. Right 
panel: view of the CME front from above the eclip>c. 

This method can be applied to single-viewpoint visible-light images of CMEs [1, 2]. Since CMEs 
are usually enclosed in a spa>ally limited region along the LOS, the measurement of the 
brightness ra>o determines the weighted averaged distance from the plane of the sky (POS) 
of the emi\ng plasma [3]. In addi>on, sta>s>cal analysis to the whole distribu>on of 
iden>fied scaVering loca>ons can be used to infer the depth along the LOS of the CME [1]. 

DiagnosCcs of electron density 

Computa>on of the electron density for transient events such as CMEs is usually performed 
from base-difference images that are related to the density in excess with respect to the 
ambient corona [4].  
Base differences can only provide an es>mate of the electron column density (units of cm—2), 
while the average density (cm—3) can be inferred only if the thickness of the CME plasma 
volume along the LOS is known. This es>mate can be significantly improved if the 3D structure 
of the CME plasma is known (e.g., from the 3D reconstruc>on with the polarisa>on-ra>o 
method) [2, 3]. 

 
Figure 2. Topographical map of the electron column density within a CME observed by LASCO-C2 (right panel) obtained from the 
combina>on of the polarised brightness measurement (le_ panel) and the average loca>on along the LOS of the CME plasma 
(middle panel) derived with the polarisa>on-ra>o method. 

ErupCng prominences  

About 70% of CMEs are associated with erup>ng prominences. Modelling the radia>ve 
transfer processes out of local thermodynamic equilibrium (non-LTE) is fundamental to 
correctly retrieve the prominence plasma parameters.  
We developed the diagnos>cs methods for erup>ng prominences using Lyman-α intensi>es 
from observed UVCS spectra, densi>es and flow veloci>es derived from visible-light images, 
and combining them in an itera>ve approach based on a 1D non-LTE radia>ve-transfer code 
(MALI; see Fig. 3) [5, 6, 7]. 

  
Figure 3. Le3: erup>ng prominence observed simultaneously by LASCO-C2 in visible-light (base difference) and UVCS in Lyman-α 
(intensity along the slit). Right: scheme of the itera>ve diagnos>c method based on the MALI code. Input parameters are: the 
prominence thickness D, kine>c temperature Tk, non-thermal veloci>es ξ, flow velocity vout, height above the surface H. The output 
is the gas pressure necessary to reproduce the observed Lyman-α intensity. 

Analysis of LASCO-C2 images and UVCS Lyman-α spectra of a “hot” prominence has shown 
that, despite the prominence is a a low-pressure structure with low electron densi>es and 
high temperatures, up to 50% of the prominence is characterised by non-negligible op>cal 
thickness (> 0.3) [5]. Combina>on of visible-light and UV data can be also be used to infer the 
prominence plasma filling factor [7]. 

DiagnosCcs of coronal magneCc fields 

Fast CMEs can drive shock waves expanding in the corona and heliosphere. Analysis of the 
dynamics of CME-driven shocks in visible-light images (see Fig. 4) can be used to infer the 
average magne>c field strength on the POS through the measurement of the shock geometry 
and velocity and the plasma compression ra>o, which can be related to the Alfvén Mach 
number and the Alfvén velocity through simple MHD rela>onships [8]. 

 
Figure 4. Map of the average coronal magne>c-field strength on the POS (right panel) derived from the analysis of the dynamics of 
a coronal shock driven by a CME observed and tracked in LASCO-C2 visible-light images (right and middle panels). 

DiagnosCcs of electron temperature 

Combina>on of visible-light and Lyman-α observa>ons can be used to es>mate the CME 
plasma temperature taking into account the Doppler dimming effect that affects the 
resonantly scaVered component of the Lyman-α emission line [2]. 

 
Figure 5. Le3: Lyman-α temperature derived from UVCS spectra (red shaded area) compared with the electron temperature derived 
from the combined analysis of Lyman-α and visible-light observa>ons (blue shaded area), ploVed as func>ons of the heliographic 
la>tude along the UVCS slit, for the same CME of Fig. 2. The ver>cal width of the areas is equal to the uncertain>es affec>ng the 
results. Right: polar map of the polarised brightness (with radial filter) and the derived electron temperatures along the UCVS slit 
superimposed on the plot using color gradients. 

From the analysis of three CMEs observed simultaneously by LASCO-C2 and UVCS, we found 
that temperatures derived from the combina>on of visible-light and UV data are consistent 
with previous es>mates (see Fig. 5). CME cores are usually associated with cooler plasma, and 
a significant rise of temperatures is observed moving from the core to the front of the CME.  
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can be identified with an estimated uncertainty of ±3 pixels on
average and ±5 pixels for LASCO C2 and C3 images. Larger
uncertainties could be related to the applied procedure of
background subtraction, at the possible locations where the pre-
eruption corona significantly changed during the event.

We apply this procedure to seven consecutive images where
we could identify signatures of the shock: two from LASCO
C2, acquired at 06:47 and 07:01 UT, and five from LASCO C3,
acquired at 07:09, 07:24, 07:39, 07:54, and 08:09 UT (see
Figure 1). Later on, we were not able to locate the shock front
with a significant accuracy in LASCO C3 images. The curves
giving the position of the shock fronts identified in the
considered WL images are plotted in Figure 4. The shock
appears to propagate almost symmetrically and to exhibit only
a moderate latitudinal displacement, since the center of the
shock (i.e., the highest point along the front) has a latitudinal
location that is always in the range 21°–25° S. We notice here
that around a latitude of about 12° S the identified location of
the shock surface shows a clear discontinuity, which is likely
due to the northward displacement of a pre-event coronal
streamer, leading to an overestimate (underestimate) of the
shock-projected altitude northward (southward) of the streamer
itself.

These curves can be easily employed to derive, along the
whole of each shock front, the angle θsh between the normal to
the shock front and the radial direction, as well as the
latitudinal distribution of the average shock speed, vsh. These
quantities are essential for the determination of the Alfvénic
Mach number and the upstream plasma velocity distribution, as
discussed in the following section. As an example, Figure 5
shows the relative orientation of vectors parallel with the radial
direction and those normal to the shock surface at different
positions along the front as we identified in the LASCO C3
image acquired at 07:39 UT. It is evident from this figure that
θsh angles are in general larger at the flanks of the shock and
smaller near the shock center (or “nose”). This result confirms
what we already found in recent works (see, e.g., Bemporad
et al. 2014) and suggests that we may expect the prevalence of
quasi-perpendicular shock conditions at the flanks and quasi-
parallel shock conditions at the center of the shock.

The radial component of the average shock speed is obtained
at each latitude simply as �� % %v tr , where �% is the
variation of the projected heliocentric distance of the shock
measured in the radial direction between two consecutive shock
curves. The true shock velocity can be then derived simply as

R�v v cossh r sh· . Note that, as in Bemporad et al. (2014), this
corresponds to assuming isotropic self-similar expansion of the
front in the range of common latitudes between consecutive
curves, but taking into account the correction for the latitudinal
shock propagation. A 2D polar map of radial velocity
distribution vr in the region where the shock propagates is
obtained by interpolating with polynomial fitting the helio-
centric distance values at each latitude and altitude along the
shock fronts, and is shown in Figure 7 (top-left panel). The
resulting radial shock speed is (as expected) larger at the center
of the shock at all altitudes, then it decreases toward the shock
flanks; at a heliocentric distance of 2.5 Re it reaches a value as
high as ∼1200 km s−1 near the center and ∼800–900 km s−1

about 20° away from it. The shock also appears to decelerate
during its propagation, since the velocity at higher altitudes is
progressively smaller: for instance, at 12 Re �v 1000sh km s−1

at the shock center. This means that the shock is losing its
energy as it expands; this is also supported by the results we
obtain for the compression ratio and the Alfvénic Mach
number, as discussed in the following section.

3.1.3. Compression Ratio, Alfvénic Mach Number, and Alfvén Speed

The shock compression ratio X, defined as the ratio between
the downstream (i.e., post-shock) and the upstream (i.e., pre-
shock) plasma densities, X ≡ ρd/ρu, is determined here as
described in Bemporad & Mancuso (2011). For each pixel
along an identified shock front, we measure the total white-
light brightness of the compressed downstream plasma, tBd,
from the corresponding LASCO C2 or C3 image, and, at the
same locations in the corona, the upstream brightness tBu from
the last image acquired before the arrival of the shock. This
provides us with the observed ratio tB tBd u obs( ) .

Figure 4. Cartesian plot showing the locations of the shock front identified at
different times in LASCO C2 and C3 white-light images. Figure 5. Base-difference LASCO C3 image showing the location of the shock

front (solid white line) at 07:39 UT and a schematic representation of selected
vectors normal to the shock surface (white arrows) and corresponding radial
directions in the same points (red arrows).
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shock nose (MA = 1.50) and derived the expected % R ratio,
which turns out to be (see Gopalswamy & Yashiro 2011)
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where K = 0.78 for a circular shape of the shock driver, and
γ = 5/3. With the above numbers it turns out that % � 0.46
Re and R = 1.02 Re. The corresponding circumference
(plotted in the left panel of Figure 13) shows a quite nice

agreement with the location of the CME flux rope, thus
demonstrating that our results are in good agreement with those
that could be derived for the same event with the technique
described by Gopalswamy & Yashiro (2011). Moreover, since
in this work we derived measurements of the shock Mach
number MA not only at the shock nose but also at different
latitudes, it is interesting to test what happens by assuming that
the above relationship relatingMA and the% R ratio also holds
away from the shock nose. In particular, the right plot of
Figure 13 shows the locations of the shock driver (black dotted
line) as inferred by assuming different values of MA away from
the shock nose along each radial starting from the same
position of the center of the flux rope (plus symbol). The
resulting curve shows a surprisingly nice agreement with some
WL features visible between the CME flux rope and shock.
This may suggest that at this time a decoupling between the
flux rope and the shock is already occurring away from the
shock nose, or alternatively that the side parts of the shock are
driven at some latitudes by the expansion of other loop-like
plasma features surrounding the CME flux rope and embedded
within the same CME.
The analysis performed here provides not only a new

technique to derive coronal field strengths with unprecedented
radial and latitudinal extent, but also very important insights
into the physical relation between the type-II emitting regions
and the shock front. In fact, the difference between the 2D
maps we derived for the shock and the Alfvén speed clearly
shows that in the early phases (2–4 Re) the whole shock
surface is super-Alfvénic, while later on (i.e., higher up) it

Figure 11. Comparison between the pre-shock coronal white light structures observed by the LASCO C2 coronagraph (left) and the magnetic field strengths derived in
this work in the LASCO C2 field of view (right). The dashed lines show the location where latitudinal profiles of the WL intensity and field strength have been
extracted to be plotted in Figure 12.

Figure 12. Comparison between the normalized pre-shock coronal white light
structures observed by the LASCO C2 coronagraph (dashed line) and the
magnetic field strengths (solid line) at the constant altitude of 2.75 Re.
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enters the field of view of the Solar and Heliospheric
Observatory (SOHO)/LASCO C2 coronagraph, starting from
the frame acquired at 06:49 UT (Figure 1, top row), and then
enters the field of view of the LASCO C3 coronagraph, starting
from the frame acquired at 07:11 UT (Figure 1, bottom row).
The LASCO C2 frames clearly show the propagation of the
shock wave associated with the event, as well as the CME front
and the circular flux rope, while this latter part becomes hardly
discernible in the LASCO C3 frames (see Figure 1).

In what follows we describe how the sequence of WL
images acquired by LASCO C2 and C3 has been analyzed to
derive the pre-CME coronal density and the different physical
parameters of the shock wave.

3. DATA ANALYSIS

3.1. WL Coronagraphic Images

3.1.1. Pre-CME Coronal Densities

For the density calculation we use SOHO/LASCO C2
polarized brightness (pB) images. It is well known that the
K-corona brightness originates from Thomson scattering of
photospheric light by free electrons in the solar corona (e.g.,
Billings 1966). Because the emission is optically thin, the
observer sees a contribution from electrons located all along the
line of sight. In addition to the K-corona, observations will
contain a component due to scattering of photospheric light
from interplanetary dust (the so-called F-corona). This
component must be eliminated from the data to derive the
coronal electron density; however, in the case of pB
observations at small altitudes (5 Re), the F-corona can be
assumed to be unpolarized and thus does not contribute to the
pB (Hayes et al. 2001).

The intensity of the scattered light depends on the number of
scattering electrons and several geometric factors, as was first
shown by Minnaert (1930). In the absence of an F-corona, the
pB observed on the plane of the sky is given by the following

equation:

� �

��̈
� �

�

d
C n r A r B r

dr

r r
pB , 1e

2

2 2
( ) ( )[ ( ) ( )] ( )

where C is a unit conversion factor, ne is the electron density, A
and B are geometric factors (van de Hulst 1950; Billings 1966),
� is the projected heliocentric distance of the point (impact
distance), and r is the actual heliocentric distance from center
of the Sun. The integration is performed along the line of sight
through the considered point. van de Hulst (1950) developed a
well known method for estimating the electron density by the
inversion of Equation (1) under the assumptions that: (1) the
observed pB along a single radial direction can be expressed in
the polynomial form � B� �r rpB

k k
k( ) and (2) that the

coronal electron density is axisymmetric. We apply this method
to the latest LASCO C2 pB image acquired before the June 7
CME, in order to determine the pre-CME electron density
distribution in the corona.
The pB image considered here is obtained from the

polarization sequence of observations recorded on 2011 June
4, starting at 02:54 UT, i.e., about three days before the
occurrence of the June 7 CME. During this three-day time lag,
three other much smaller CMEs occurred with a central
propagation direction in the same latitudinal sector crossed by
the June 7 CME (70° S–40° N), as reported in the SOHO/
LASCO CME catalog: on June 4, at 06:48 UT and 22:05 UT,
and on June 6, at 07:30 UT. Nevertheless, despite these smaller
scale events and coronal evolution, a direct comparison
between the LASCO C2 WL images acquired on June 4 at
02:48 UT and on June 7 immediately before the eruption at
06:04 UT shows that the overall density structure of the corona
above the west limb of the Sun is quite similar even after more
than three days (Figure 2), hence the electron density estimated
from the inversion of the June 4 pB data can be considered at

Figure 1. Top: sequence of SDO/AIA 304 and SOHO/LASCO C2 images acquired on 2011 June 7, during the eruptive event analyzed here. The LASCO C2 images
are shown in inverted color scale (brighter features are darker and vice versa) and after the application of a filter to enhance the visibility of CME structures (images
created with JHelioviewer). Bottom: sequence of LASCO C2 and C3 images showing the CME propagation at higher altitudes; again the images are shown in inverted
color scale and after the application of a filter to enhance the visibility of CME structures (images created with JHelioviewer).
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H I Tk (upper limit)

Te

Te from collisions

because, although the integrated Lyα flux may vary by 80%
between the solar maximum and minimum (e.g., Tobiska
et al. 1997), the spectral line profile does not appear to change
significantly over the solar cycle (see Lemaire et al. 2002). The
line profile was scaled so that the total integrated line intensity
matched the Lyα irradiance measured by the UARS/SOLTICE
(Woods et al. 2000) instrument at the times of Events 1 and 2
( q5.34 1011 and q5.94 1011 photons cm−2 s−1, respectively)
and by the TIMED/SEE instrument at the time of Event 3
( q4.70 1011 photons cm−2 s−1). Note that these values are
more than a factor of approximately twohigher than the
average quiet-Sun Lyα flux reported by Vernazza & Reeves
(1978), which is often used as a reference; this difference is
consistent with the fact that the value reported in Vernazza &
Reeves (1978) was measured during the solar minimum, while
our events are close to the maximum.

The absorption profile M M' � 0( ) was assumed to be
Gaussian with a e1 line width equal to the average Lyα line
width measured by UVCS in the three cases. Since the
measured line width is actually an upper limit, because of the
possible sources of line broadening that have been neglected,
the calculated Doppler-dimming factor is underestimated, and
this leads in turn to an underestimate of the radiative
component of the Lyα line.

Once the Doppler-dimming factors are computed, given the
average electron densities derived from LASCO in the specific
cases of our events, we evaluated for each position along the
UVCS FOV, the radiative and collisional component of the
Lyα line for a range of electron temperatures, and obtained the
expected total intensity as afunction of the temperature,
I Teexp ( ). We then found, through inspection, the temperature at
which the expected intensity matches the observed one. In this
way, we determined, at the same time, not only the electron
temperatures Te, but also the relative contributions of the
radiative and collisional components needed to reproduce the
observed total intensity.

4. RESULTING CME ELECTRON TEMPERATURES

The electron temperature profiles along the UVCS slit for the
three events are shown in Figure 6 (blue shaded areas); these
temperatures have been computed from the Lyα intensity, with
the same technique that will be applied to future Metis images.
For comparison, these electron temperatures Te are compared
with the effective temperatures Teff derived from the analysis of
the UVCS Lyα spectra as explained in Section 2.2 (red areas).
For both temperatures, the width of the shaded areas is equal to
the uncertainties affecting the quantities. As mentioned, Teff
values should be considered as an upper limit to real hydrogen
kinetic temperatures, which is representative, in turn, of the
proton temperature Tp. For reference purposes, we also plotted
the electron temperature curves derived assuming that the
observed Lyα intensity was due to the radiative component
alone (the “radiative” approximation; dashed line) and to the
collisional component alone (the “collisional” approximation;
dotted line). Finally, all the plotted quantities were obtained
assuming L=0.25 :R .

The Lyα effective temperatures Teff are in all cases quite
uniform, within the uncertainties, in the considered regions
along the UVCS FOV. The average value of �T 10eff

6 K is
characteristic of coronal conditions. The HI Lyα profile in
CME cores is usually narrower than typical coronal profiles and
UVCS observations often imply proton temperatures of the

order of 105 K (Kohl et al. 2006), well below the value derived
in this work. These lower temperatures are usually interpreted
as a signature of chromospheric plasma embedded in the
expanding CME core. However, Bemporad et al. (2007) also
found evidence of hydrogen kinetic temperature around

q1.6 106 K in their analysis of a CME observed by UVCS
on 2000 January 31.
The electron temperatures derived in the general case (the

blue curves) are in the range of10 105.5 6.5– K, in agreement with
the values typically detected for CMEs. For Events 1 and 3,
where it is possible to almost clearly identifythe front and the
core of the CME along the UVCS slit based on the distribution
of both Lyα intensity and electron density (see also Figure 4),

Figure 6. HI Lyα effective temperature derived from UVCS spectra (red
shaded area) and electron temperature derived from the analysis described in
the text (blue shaded area), as functions of the heliographic latitude along the
UVCS field of view. The vertical width of the areas is equal to the uncertainties
affecting the results. The dashed and dotted lines represent the electron
temperature derived with the radiative and collisional approximations,
respectively (see the text). The location of the CME core is indicated in the
plots relevant to Events 1 and 3.
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D(i) p(i) → ne(i)

D(i+1) = Ne/ne(i)

MALI

Tk, ξ, vout, H


